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Tripodi, I. J. (Ph.D., Computer Science, IQ Biology)

Inferring mechanisms of toxicity from differential genomics and semantic knowledge representations

Thesis directed by Dr. Robin D. Dowell and Dr. Lawrence E. Hunter

This thesis explores a combination of genomics analysis and semantic knowledge represen-

tation useful for computational toxicology. I first discuss a novel approach to infer differences in

transcription factor (TF) activity between biological conditions, utilizing a variety of omics assays.

This method for genome-wide exploratory analysis in exposure studies is valid for a simple and

inexpensive protocol (ATAC-seq). It can also be used to study transcriptional perturbations by

toxicants that may target protein receptors, at very early time points and with a fine time resolu-

tion, via more sophisticated protocols (GRO-seq, PRO-seq). Detecting changes between biological

conditions is only half the problem. By integrating public databases, I provide ways to relate the

highlighted TFs in different dimensions, thus expediting downstream analysis. Further exploiting

the power of ATAC-seq, I show that there are inherent signatures in the peaks from ATAC-seq

signal that, combined with the underlying sequence, can be used to predict the presence of nascent

transcription or histone modifications at that genomic coordinate.

In addition to genomics analysis, I explore applications of semantic knowledge representa-

tion. I demonstrate how a consistent integration of data from public databases and open biomedical

ontologies can be used to infer novel drug-drug interactions, chemical-protein relations, or enrich-

ment of mechanisms of toxicity. A significant portion of computational toxicology work focuses

on the prediction of outcomes, rather than the generation of mechanistic explanations for said

outcomes (thus sometimes being perceived as a “black box”). I show it’s possible to produce pu-

tative explanations for our predictions of cellular toxicity modes of action from experimental data.

The mechanism enrichment strategy accounts for the sequential order in which measured biolog-

ical events happen. Here, the measured phenomena are changes in gene expression, however this

mechanistic inference framework can be adapted to other types of mechanisms beyond toxicology.
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Chapter 1

Introduction

The disciplines of genomics and transcription network analysis, on one hand, and semantic

knowledge representation, on the other hand, seem to be worlds apart. The former focuses on

the analysis of the intricate regulatory networks in each cell of a living organism. The latter,

on the other hand, deals with proper ontological representation of entities and the relationships

between them. A goal of my thesis was to bring them together with a meaningful application to

computational toxicology.

Mechanistic inference has been an area of artificial intelligence that was barely been explored,

and a good target for combining these disciplines. Much of the research in computational biology

is centered around determining outcomes or states from experimental data[1], such as whether a

chemical compound is toxic to a particular type of body tissue. The act of inferring mechanistic

behavior goes beyond that outcome, and attempts to explain why such an outcome occurs, and

which are the series of steps that took place at varying levels of abstraction. What follows is an

introduction to differential analysis (with a focus on studying differences in transcription factor

activity), current approaches to integrate biomedical ontologies in a meaningful way, and the state

of mechanistic inference as a nascent field.

1.1 Background: transcription, and transcription factors

The central dogma of molecular biology states that particular DNA regions, known as genes,

are transcribed by an RNA polymerase enzyme into single-stranded RNA. There are three known



3

types: RNA polymerase I, II, and II, though the majority of transcription is attributed to RNA

polymerase II. Polymerases are large enzymes formed by many components, and RNA polymerase

II in particular has an initiation form (when physically attaching to DNA), an elongation form

(during the actual transcription phase), and a separate termination form (after synthesizing the

end of the RNA transcript and detaching from DNA). The resulting RNA is initially rather unstable

but undergoes various maturation modifications, such as polyadenlyation and splicing, to become

a message RNA (mRNA). The mature message is a “template” for another sophisticated molecular

machine known as a ribosome, to be translated into a protein. DNA is tightly wound around

other proteins and RNA, forming a molecular complex referred to as chromatin, which adjusts

dynamically to expose certain regions to DNA-binding proteins and the transcription machinery.

Some of the critical components of chromatin structure include histones, protein complexes around

which DNA strands are tightly bound like a spool, forming a nucleosome. Histone methylation,

a process that involves methyl groups being transferred to some of the histone proteins, can alter

transcription either way by helping uncoil nucleosomes or making regions of the genome even less

accessible to transcription.

Transcription factors (TFs) are key pieces of the cellular machinery. These proteins control

many cellular functions, from gene transcription regulation to differentiation targets. The ability

to detect which TFs significantly changed their activity between two biological conditions genome-

wide, has been an ongoing challenge for over two decades. Moreover, the methods used to generate

hypotheses about the underlying biological mechanisms, based on the results from differential

assays, have been evolving in parallel to increasing degrees of sophistication. We discuss in this

review how both sides of the analysis have improved over time, the various approaches taken to

detecting changes in TF activity, and those taken to generate hypotheses based on the resulting

list of differentially-active TFs or genes.

A TF can be defined as a protein that binds to DNA, and alters transcription. By “binding”

we imply a biochemical interaction that results in the TF becoming temporarily attached to one

or both DNA strands via hydrogen bonds or Van Der Waals interactions (Fig. 1.1). This happens
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thanks to high affinity between one of the TF’s domains (conserved portions of the TF protein

sequence) and the bound DNA region’s motif (DNA sequence pattern). Binding can occur anywhere

in the genome, including promoters (a region just upstream of a gene’s beginning coding sequence)

or enhancer sites (distal regulatory regions that also control levels of gene expression). TFs recognize

sequence motifs characteristic of these sites, with varying degrees of specificity. Each of these

motifs is represented by a 4 × n position weight matrix (PWM) that denotes the experimentally-

determined probability of each nucleotide in an n-long sequence that the TF typically binds to.

Bound TFs can then either recruit RNA polymerase or prevent its binding to DNA, thereby altering

transcription. Surprisingly, evidence indicates that not all bound TFs alter polymerase activity

nearby. Consequently, the binding property of a TF is distinct from its activity as a transcriptional

regulator [2]. Knowing how TFs change in activity provides a fundamental piece of the genetic

transcription puzzle: the most immediate response to a perturbation.

Figure 1.1: TF binding to regulatory regions. TFs recognize sequence motifs in DNA (a), to
which they can physically bind (b) and cause a displacement of nucleosomes, making the chromatin
structure accessible and/or recruit RNA polymerase (c).

Two important methods to understand the changes in regulatory activity of cells in different

biological conditions are the analysis of differential gene expression, and differential TF activity. We
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present first an overview of differential expression, and proceed further in depth into differential TF

analysis due to is complexity, principally from the lack of direct and relatively easy measurements

of functional TF activity.

1.2 Differential gene expression

When a mRNA is present within a cell, it is said to be “expressed”. Expression profiles dictate

most aspects of cellular behavior, such as cellular response to a stimulus or differentiation from a

stem cell into specific cell types that eventually constitute the different tissues of an organism.

The levels of expression vary continuously over time, and can present a very large dynamic range.

These levels are crucial to quantitatively compare cellular behaviors, and the analysis cannot be

restricted to those RNA species displaying multiple orders of magnitude more than others, since

very low levels of expression of certain proteins acting in concert can also be biologically significant.

The most common method to understand the changes in cellular behavior after a biological

perturbation, such as exposure to a small molecule, environmental changes, or comparisons between

the same cells at different stages, has historically been a differential assay. This technique performs

a high-throughput assay at two or more conditions, and examines the differences in results between

both experiments. An example of this approach would be to quantify translated RNA first in

unperturbed cells cultured in vitro, then again on the same cells 30 minutes after exposure to a

drug, and contrast the differences in abundance levels of detected mRNA at target genes or genome-

wide. This technique is of course not limited to gene expression, and can also be applied to other

high-throughput assays. Another example of a differential assay could be to examine chromatin

accessibility at these same two conditions, and compare the co-localization of accessible chromatin

peaks to regions of interest, genome-wide. Understanding the changes of expression or chromatin

accessibility could result in a way to understand responses to cellular perturbations.

Many techniques allow to interrogate the expression levels of the tens of thousands of distinct

RNA species in a cell, each with a certain degree of noise and bias. Two of these tools commonly

used to examine gene expression (i.e. the collection of mRNAs present in a cell) are hybridization-
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based microarrays[3] and RNA-seq[4]. Microarrays were the earliest developed method, which

utilized a collection of probes to which the captured single-stranded RNA would anneal. A lim-

itation of microarrays is its dependence on pre-defined probes, since one can only detect what is

specifically being looked for. Hybridization techniques also suffer from a lower dynamic range than

the sampling-based short read sequencing approaches. In various fields of research, microarrays

have been largely replaced by RNA-seq, a method to capture available mRNA allowing to map

where these reads came from, genome-wide. Despite their technical differences, both assays es-

sentially measure the quantity of available translated RNA in cells. These assays are also usually

referred to a “transcriptomics”, a misnomer since they are steady-state measurements of mature

RNA rather than point-in-time transcription readouts.

One of the most common methods to perform differential gene expression is to compare the

expression levels of mRNA across two conditions, and perform a statistical analysis to determine

the significance of this fold-change. It’s worth pointing out that fold change alone is not a reliable

method to determine the most significant changes, and should only be used when no experimental

replicates are available. Limma[5] is currently one of the most popular tools to compare the output

from two sets of gene expression replicates. When used in combination with robust multichip

analysis (RMA), which assumes each readout is a combination of the true signal and Gaussian

noise, one can detect more accurately which are the genes that present the most significant changes

in expression.

1.3 Differential TF activity

Transcription itself is a heavily regulated process where TFs play a crucial role in altering

RNA polymerase activity. An organism requires a sizable set of proteins in widely varying abun-

dance levels, across hundreds of cell types and at many different stages of development, as well as

in response to external or internal stimuli. Cellular functions are controlled by a feedback network

involving over a thousand TFs, which influence the transcription of themselves, other TFs, and

other types of proteins that participate in the regulatory process. The effect of a TF is further
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controlled by factors within the vicinity of that TF, including the motif of the TF’s binding site on

a DNA strand, its copy number, the chromatin accessibility of that site, and histone methylation.

The mechanism by which each TF alters transcription is still not entirely understood, and

is believed to be influenced at least partially by DNA accessibility. It is currently unclear whether

the activity of some TFs depends on an open chromatin state, or actively contribute to the current

chromatin conformation. There is, however, a strong correlation between TF binding and chromatin

accessibility, and the stronger the chromatin accessibility signal is, the stronger its association with

more frequent TF occupancy on that region.

Besides binding to DNA with certain motif specificity, TFs recruit critical components of the

transcription machinery, modify these components, or open the chromatin structure for exposure

to enzymes responsible for transcription. The details of the act of binding itself are not entirely

characterized, either: only a small fraction of sites matching a TF’s sequence motif are actually

occupied any given time, regardless of cell type[6]. Environmental conditions and cell type are large

determinants of which of these sites are bound. From those that are bound, only a fraction alter

transcription (according to reporter assays). To actually act as part of an enhancer complex and

strongly contribute to changes in gene expression, a TF generally requires cooperative action by

other nearby-bound TFs and cofactors (proteins that do not bind DNA directly but rather associate

with TFs, and are crucial in forming the resulting regulatory complexes). Grossman et al showed

how disrupting just one of the TF motifs associated with a regulatory complex had a strong effect

on transcription[6]. Furthermore, a TF’s binding activity and enhancer activity may be regulated

independently.

1.4 Inference of TF activity by changes in binding

The desire to capture which TFs have altered function after a particular biological pertur-

bation has been a subject of research for several years. Unfortunately, just capturing TF protein

abundance in the cell nucleus is not sufficient to detect changes in activity[7]. An early assumption

was that we could study changes in TF activity by comparing TF binding quantitatively between
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two conditions. The most common method to study the binding of a particular TF has been the

use of chromatin immunoprecipitation, followed by sequencing (ChIP-seq). ChIP-seq utilizes a

high-affinity antibody that binds to the TF in question, and after cells undergo lysis (breakdown

of cellular membrane), the TFs are precipitated out of solution using these antibodies and sepa-

rated from the rest of biological material. The fragments of DNA attached to these proteins are

then amplified via polymerase chain reaction (PCR) and sequenced. We can then calculate a TF’s

“occupancy” based on the ChIP-seq coverage across all sites matching its motif, genome-wide. The

ENCODE project[8, 9] performed hundreds of these experiments in vitro on a variety of cell types,

and provides an open-access database of each of these samples referenced in the Sequence Read

Archive (SRA). A change in the number of sites a TF is bound to, between two biological condi-

tions, can be used to infer changes in that TF’s activity. Steinhauser et al[10] provide a throughout

review on differential ChIP-seq analysis tools.

There are several challenges regarding this approach. High-affinity antibodies are not neces-

sarily easy (or possible) to obtain for every protein. We could also be precipitating a protein that

is acting as a cofactor and not actually bound directly to DNA. This assay also implies we have a

prior knowledge of the TF in question, and only allows for one TF to be inspected at a time, easily

becoming too time-consuming and cost-prohibitive to run for most known TFs on each biological

condition. Thus, any technique that uses a single assay per condition to capture all changes in TF

activity genome-wide, may be preferable in many scenarios. A recent review[11] listed a total of

1,639 known human TFs, 1,107 of which have been verified by at least one form of experimental

evidence.

Finally, the fact that a TF is indeed bound does not directly indicate it’s effecting a change.

Most TFs have a binding domain and a trans-activation domain, which makes binding just one of

the TF’s functions. Therefore, binding is not informative by itself as to whether the TF’s trans-

activation domain is truly functional. The definition of what “functional binding” implies is still

under intense debate. For the purposes of this review, we will consider functional binding of a TF

when it binds to DNA at regions matching a certain motif for which it has affinity, and either 1.
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recruits RNA polymerase, or 2. modifies certain components of the transcription machinery, or 3.

opens the chromatin structure to make that region accessible by polymerase or other TFs, as it is

speculated for “pioneer”[12] TFs.

1.5 Inference of TF activity by changes in expression

In order to study changes in TF behavior genome-wide, attention shifted to using expres-

sion changes as a proxy for differential TF activity. Segal et al[13] presented one of the earliest

methods of differential TF activity analysis, utilizing microarray technology. Given that TFs alter

gene expression, this was an attempt to infer changes in TF activity from changes in expression

profiles. This assumed that the regulators themselves were transcriptionally regulated, and these

changes in expression must be detectable (a fundamental condition for various other subsequent

methods). This pioneering technique used a combination of yeast TF motif data and ontology

annotations to create “modules” of genes. The concept of modules refers to groups of genes that

are related (regulated in a coordinated manner) to a common biological function, like “galactose

metabolization”. The possible transcriptional behaviors for each module are modeled as regression

trees, and the most appropriate tree for each module is selected via the expectation-maximization

algorithm. Unfortunately, in this implementation the modules were mutually exclusive (each gene

could only belong to one module), which was a limitation of this approach as there exist relations

between these functional units in all organisms.

A method related to Segal’s module networks approach was the TELiS database[14]. Here

they also used microarray data, plus a database of putative TF binding sites calculated a priori.

This analysis was promoter-centric. TELiS attempted to identify the motifs at the promoter sites

of genes that were significantly up/downregulated in a differential microarray experiment. Based

on these promoter regions, they attempted assertions of which TFs may have been more (or less)

active. They used a population-based z-test statistic (as opposed to the traditional t-test), which

was a step in the right direction as it more accurately predicted differences in activity at TF binding

sites. They however relied only on fold-change as the measure of change (i.e. this type of analysis
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was only of total abundance of RNA), when there are other important factors like the number of

sites involved in this change.

The idea of representing the many changing factors in transcription as matrices in a linear

combination inspired tools like ISMARA[15], a linear model that performed network inferencing

from gene expression data, from microarrays or RNA-Seq (or even ChIP-Seq), to infer ab initio the

activity of principal TFs or miRNAs at each sample. The tool also generated hypotheses about

the potential regulatory roles of the highlighted TFs. It represented the measured transcription

signal as a matrix of promoters by samples, which was the result of a linear combination of binding

site matrices (promoters by motifs) and motif activity matrices (motifs by sample), plus a noise

component that will vary by experiment. The “signal” depended on the experiment: number of

reads around the transcription start site (TSS) for ChIP-Seq, number of reads for each transcript

for RNA-Seq, or probe intensity for microarray. This model used singular value decomposition

(SVD) to determine how the different motifs contributed to the observed transcription signal. Just

as many other methods, it employed a curated list of regulatory motifs and genome-wide promoter

annotations. ISMARA was focused on promoter regions and thus ignored distal enhancers, which

was one of its limitations. Another limitation was the linear representation of the signal to TF

activity relation. Some scenarios presented complications, as in when multiple TFs would partici-

pate in the same regulatory event. It also assumed that the TF activity of activator or repressor is

mutually exclusive, when in reality it could be context-dependent for certain TFs.

Similarly to ISMARA, and based on the assumption that if TFs regulate genes, they should

bind within a certain proximity of promoter regions of said genes, TIGERi[16] implemented a

probabilistic model built from a linear model proposed by Sanguinetti et al[17]. Here a set of gene

expression measurements can be explained as a linear combination of a binary matrix representing

the TF to gene mappings, a weight matrix representing the TF-gene interaction “strength”, and a

vector representing the concentration of each TF in the cell. This approach combined microarray

data with a set of TF-to-gene relations (based on the simplification that assumes regulatory motifs

are upstream of promoter sites, up to a fixed, arbitrary kbp distance), to infer the TF concentration
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levels and their respective “weights” that indicate how much they affect the regulation of a particular

gene. In other words, they essentially attempted to infer TF activity from gene expression data,

and the presumed TFs that regulate each of these genes.

A drawback of the common proximity assumption for gene regulatory regions is that many

genes can be regulated by TFs binding to distal enhancer sites, which would fall outside the fixed

window utilized to infer TF-to-gene relations. For more information on other TF activity inference

approaches from expression data, see Bussemaker et al[18].

The general approach described in this section is not limited to expression data from microar-

rays. Other studies utilized tools like RNA interference (RNAi) to block the activity of certain TFs

and study the co-expression scores of pairs of TFs[19] from a large expression profiling dataset

using a worm model (Caenorhabditis elegans). RNA interference works by introducing synthetic

RNA in the cell that hybridizes to its target (binds to proteins with an exposed domain featur-

ing a complementary sequence to our synthetic RNA strand), thus blocking the target protein’s

function. The mutated C. elegans strains used in this study expressed green fluorescent protein

(GFP) for each of the various TFs analyzed. By trying to silence one TF at a time using RNAi,

and using a rank-sum test, they determined which TFs were more significantly co-expressed. This

information of TFs presumably acting in concert was then used to generate hypotheses about the

possible regulatory network at play for a given set of experiments.

1.6 Inference of TF activity by changes in nascent transcription

An important caveat to gene expression assays is that they provide a steady-state snapshot

of the regulatory network. This is akin to measuring the level of coffee in a coffee pot in a break

room at some point during the afternoon: it has been partially emptied and refilled several times

on a given day before our measurement took place. The quantities of mRNA obtained are the

result of fluctuations in transcription (coffee being served and refilled, in our previous analogy), the

availability of certain types of biomolecules during translation, post-translational modifications, and

degradation. Consequently, changes in expression do not necessarily reflect changes in transcription
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directly.

Nascent transcription assays, however, are considered genome-wide true assays on transcrip-

tion activity, and a new generation of methods shifted to using these techniques. Nascent transcrip-

tion assays consist, in general terms, in isolating active polymerase activity and capturing the RNAs

that are currently being transcribed. After mapping these reads to a reference genome, strand-

specific “signal” can be analyzed for transcriptional activity. A true “differential transcription”

analysis would focus on the nascent transcripts that are being synthesized by RNA polymerase in

each experimental condition. Of course no protocol is ever perfect, and one caveat about nascent

transcription assays is that they are rather time-consuming and prone to noise (expected when

handling short, nascent RNA transcripts). A novel attempt to predict nascent transcription I

developed, from a much simpler protocol (ATAC-seq), is described in Chapter 2 and Appendix

B.5.

After the discovery that TFs functionally bound to DNA recruit RNA polymerase and,

without apparent strand specificity, polymerase produces short, unstable transcripts known as

enhancer RNAs (eRNAs) which are markers of TF activity[20, 21], a new wave of tools was published

that made use of this feature. This behavior of RNA polymerase results in the synthesis of short

RNA transcripts on both directions from the TF motif site (usually referred to as “bidirectional

transcription”). The utilization of nascent transcription assays like GRO-seq[22], PRO-seq[23] or

GRO-cap[20] allows for detecting these offset bidirectional peaks around a midpoint, a mark for

putative functional TF binding sites. Furthermore, this feature is also present at the promoter

region of protein-coding genes, marking the “initiation” phase of gene transcription (Fig. 1.2).

Two main tools were developed to make use of nascent transcription data to detect bidirec-

tional transcription activity, subsequently linked to different aspects of TF activity. One of them

was dREG [24, 25], which focused on detecting regulatory elements like promoter or enhancer re-

gions. This approach uses support vector regression (SVR) to analyze a large training dataset of

50bp-wide intervals across the entire genome, using nascent transcription datasets for the same cell

line (K562) but generated by different labs and researchers, to make the classifier more generaliz-
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Figure 1.2: Transcription initiation phase. Upon binding, RNA polymerases are recruited
to the motif site, which can bind on either strand and synthesize short, unstable RNA transcripts
(known as “enhancer RNA” or eRNA). The reads captured by nascent transcription protocols are
then mapped to the reference genome of the organism studied. The coverage in the vicinity of
functional TF binding (a histogram of mapped reads at a single nucleotide resolution) displays a
characteristic “bidirectional” peak shape.

able. Wang et al[25] focused the machine learning classification on negative examples (those that

do not denote RNA polymerase activity) for the latest version of dREG, since they represent the

majority of cases in real training data. Using a scoring scheme based on the number of reads in

various bins around the putative peak’s midpoint (dREG score), which follows a Laplace distribu-

tion, they use false discovery rates for their hypothesis testing framework to determine whether a

peak is “positive” (i.e. classified as an enhancer site).

The other tool that made use of nascent transcription data was Tfit[26], which is a prob-

abilistic mixture model of RNA polymerase II activity. This particular model uses expectation-

maximization to estimate the parameters of a mixture model describing the different types of RNA

polymerase II behavior (binding strand selection, transcriptional initiation, elongation, etc). The

mixture it attempts to fit for bidirectional signal is of a Gaussian with an exponential function

(an ”exponentially-modified Gaussian”), which mimics the shape of nascent transcription bidirec-

tional signal on each strand, surrounding a TF motif site. For gene transcription, it incorporates

a uniform function in the mixture to mimic the steady transcription that follows RNA polymerase
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II loading at transcriptional start sites. This program can be combined with the Motif Displace-

ment Score (MD-score) statistic[21], to use the regions of detected bidirectional transcription to

predict changes in TF activity. The MD-score represents a measure of signal peak co-localization

to recognized motif sites across the genome, for each distinct TF. The particular feature of offset

bidirectional peaks around a center region can then exploited by this approach.

1.7 Beyond ChIP-seq and transcription: using chromatin accessibility and

footprinting

For a TF to bind to DNA at a region matching its motif of affinity, we can assume that either

the region must be accessible to the TF (i.e. not protected by nucleosomes or other proteins, as

those from the nucleotide excision repair mechanisms[27]), or that the TF has the ability to open

the chromatin structure to facilitate its own binding and other TFs’ as well. This needs to happen

because, simply put, the TFs and the proteins composing the chromatin structure can’t occupy the

same physical space. It also concerns steric hindrance at specific atoms forming the TF molecule

(the congestion caused by the physical presence of ligands surrounding an atom, which blocks or

at least slows down reactions at that atom). It is then a sensible choice to inquiry at regions of

accessible chromatin for hints of where TFs may be bound, looking at their many target regulatory

sites. The use of DNase I hypersensitive sites (DHSs) followed by sequencing (DNAse-seq[28]) was

one of the first attempts to capture specific chromatin positioning (and indirectly, putative TF

binding) genome-wide with a single assay, and marked a new way of approaching differential TF

analysis. These DHSs are chromatin regions which are very sensitive to cleavage by the DNAse I

enzyme. The latest generation of accessibility analysis is focusing on a different technique, the Assay

for Transposase-Accessible Chromatin, followed by sequencing (ATAC-seq[29]). This experiment

involves a mutated, hyperactive transposase to detect all open chromatin regions genome-wide. A

clear advantage to using ATAC-seq is its simplicity, short duration and significantly smaller cell

count requirements than nascent transcription assays.

DNAse-seq opened the door to leveraging the detected chromatin positioning for the iden-
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tification of TF binding sites, from a single experimental high-throughput assay, before nascent

transcription assays were developed. One of the earliest tools to make use of this feature was

CENTIPEDE[30], which used a Bayesian mixture model to infer the likelihood of sites following a

particular motif to be bound by a TF. This approach utilized regions overlapping ChIP-seq peaks

for the TF in question as ground truth. Using the PWM match score for a particular motif as a

prior, they estimated the probability of occupancy by a TF from the chromatin accessibility assay

data (e.g. the number of reads around a candidate binding site). Therefore, for each putative motif

site, CENTIPEDE calculated the probability of the observed measurements given the PWM-based

prior. They noticed the distribution of DNAse-seq reads along each base position in the evalua-

tion window was highly informative of TF binding. These characteristic shapes are known as DHS

“footprints”, referring to the signal flanking both sides of a putative TF binding site. This footprint

also appeared to increase as ChIP-seq read depth increased.

A tool called Protein Interaction Quantitation[12] (PIQ), also provided the probability of TF

occupancy of every putative TF motif genome-wide, based on DNAseI footprints. PIQ used PWMs

for various motifs to scan for potential binding sites, then calculated a background model based

on all DNAseI footprints, to “smooth out” the footprint signal. Using expectation propagation

(a Bayesian machine learning technique to approximate complex probability distributions), they

estimated regions of TF binding. An important aspect of this tool is that it demonstrated an in-

depth analysis of “pioneer” vs. “settler” TFs, based on whether they were shown to open chromatin

or required accessible, exposed DNA to bind in the first place. Part of the calculations thus also

included a “pioneer index”, as well as helper “chromatin opening index” and “social index” metrics.

Contrary to previous approaches that were centered around promoters, PIQ excluded any regions

adjacent to TSSs to avoid the bias typical of nucleosome-free regions around promoters. It’s worth

noting that those TFs that do not directly bind to DNA, but help via secondary binding (or those

that provoke chromatin inaccessibility), will not be captured by this method.

An algorithm called Bivariate Genomic Footprinting (Bagfoot[31]) also relied on DNAse

chromatin footprints at the motif site (indicative of direct binding) and at the regions flanking
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a motif (to account for interactions with other proteins that result in TF binding), which was

helpful for footprint-lacking TFs. After bias correction, the genome-wide footprint depth (FPD)

was calculated for each motif, by comparing the footprint “depression” regions to their flanking

signals. Another statistic used was the flanking accessibility (FA), focused on the region 200bp on

each side of the motif center. This bivariate data (FPD and FA) was displayed using a “bag plot”,

which could be thought of as a two-dimensional box-and-whiskers plot, on top of a scatter plot for

all TFs. The ratio of footprint depth and flanking accessibility was the statistic used to predict

changes in TF activity, comparing both biological conditions using a Chi-square distribution, and

picking up outliers with a two-sample t-test. After studying the enzyme cut bias for DNAse-seq,

they came to the conclusion that most of the motifs actually do not show a measurable footprint.

This issue is combined with the fact that some TFs are bound to DNA very briefly (order of a few

seconds), so they are extremely hard to detect via a DNAse footprints[32].

Bagfoot was written predominantly to be applicable to DNaseI but, since its publication, the

majority of chromatin accessibility data has been focused on ATAC-seq. This made me wonder

whether a difference in accessible, open chromatin (rather than footprinting) could be informative

in changes of TF activity. Based on the observation that functional binding (detected by GRO-seq

offset bidirectional signal, discussed above) overlapped peaks of open chromatin at close proximity,

I leveraged a statistic developed for nascent transcription data[21] to capture differences in TF

activity based on changes in chromatin accessibility. This motif displacement statistic provides

in this case a measure of co-localization between ATAC-seq peaks and putative TF binding sites,

genome-wide. To make this type of analysis widely available, I developed a publicly-accessible tool

called the Differential ATAC-seq Toolkit (DAStk[33]), which is described in detail in Chapter 2

and the published manuscript in Appendix B.3. Whether all TF activity can be captured via open

chromatin regions is still an open question.
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1.8 Seeking concept enrichment from differentially active genes or TFs

All of these differential analysis tools provide a list of biological entities (genes, TFs or other

proteins) that behave in a significantly different manner between two conditions. That list provides,

however, only half of the information. The natural follow-up question to the subset of biological

entities that have been up- or down-regulated is: What does this imply, in terms of cell functions?

What higher-level biological process can explain this difference? In the particular case of nascent

transcription, changes detected after a particular perturbation are so fast that they have to be

primary (e.g. mechanistic) in nature. Now that we have a better picture of the dynamics of gene

or TF activity and interactions, could we expand or validate the inferred mechanistic causes of

these changes? As Callahan et al once cleverly stated, “There is an acute need to create tools

for thought”[34]. The most popular way to generate hypotheses from the results of differential

assays is to use domain-specific ontologies. There have been three major categories of ontology

concept enrichment used to generate hypotheses from the experimental results: over-representation

analysis, functional class scoring, and pathway-topology based enrichment. For a comprehensive

review of these approaches, see Khatri et al[35].

A very common approach to date is still to seek enrichment of Gene Ontology[36, 37] (GO)

terms, by detecting which ontology concepts are over-represented among the list of concepts denoted

by significantly altered genes, based on a statistical test (generally Chi-squared, hypergeometric or

binomial) at an arbitrary p-value cutoff. There are two concurrent versions of GO, full and filtered.

The latter doesn’t contain any ”has part” or inter-ontology relations. Most post-data analysis

enrichment tools use only the filtered version, so all these relations are generally missed. It’s also

worth noting that the evidence code for the vast majority of relations is IEA[38] (computationally-

inferred, and not curated by a human).

A general issue with all the approaches described here is that they require a list of differentially-

expressed genes, not TFs. The public knowledge of the mapping from TF to genes is slowly im-

proving, but we don’t yet have a comprehensive view of which of all TFs regulate which genes.
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Some of the approaches to finding these mappings resort to looking for the first gene downstream

of the putative TF binding site, up to an arbitrary distance cutoff (e.g. 10kbps), to guess the

TF’s regulation target. However, these regulatory regions could be far more distal from their gene

targets. Moreover, most of these regulatory processes involve a combination of multiple TFs, which

makes this a harder problem, as a single TF may participate in more than one complex, regulating

more than one target gene. Other issues with mere over-representation include the assumption that

these genes are independent (as well as the pathways they participate in), and that the “intensity”

values for each gene (microarray probe intensity, high-throughput sequencing depth, MD-score) are

often ignored.

The original independence assumption of ontology concepts ignored its hierarchical nature.

Concepts closer to the root of an ontology tend to carry a lower information content, and there are

multiple dependency pathways between some of the concepts. TreeHugger[39] took the hierarchical

structure of ontologies in consideration, and assigned scores to concepts by weighting whether genes

reference them directly or via subclassed children nodes. Using a t-test and Welch-Satterthwaite

correction for unequal variances, they determined the most significantly enriched GO concepts.

They still assumed that gene expression profiles were independent, which is likely not in concordance

with the underlying biology.

GSEA[40] was a step in the right direction, by considering modest changes of groups of genes

that are functionally related. In order words, GSEA measured the proportion of differentially-

expressed genes in pathways, and how much correlation there was between these genes. Instead of

performing the typical hypergeometric test and looking for GO enrichment on the top N genes (or

those beyond some arbitrary p-value threshold), they concentrated on groups of genes that varied

together significantly. The main idea behind this was that a few concerted changes in activity,

varying a small percentage, would likely be more significant than a single gene varying manyfold in

activity. For each of the gene sets (metabolic pathways, transcriptional programs, stress responses,

etc) defined in their database, some manually-curated and others computationally-inferred, they

attempted to determine whether the members of that set are randomly distributed throughout a
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ranked list of genes from a differential assay. Tools like GSEA present their own challenges, e.g.

the pathways are analyzed independently, when in reality many genes are involved in more than

one pathway. The individual gene “intensities” are still ignored within the same pathway, when

different fold-changes should probably be weighted differently.

The current generation of enrichment and hypothesis generation tools take the network topol-

ogy of ontologies into account for their analysis. These are similar to the functional class scoring

methods, however they use the pathway topology from sophisticated knowledge-bases to compute

the statistics for each gene. For example, ScorePAGE[41] adjusts the weight for each pair of genes

based on the number of biochemical reactions needed to connect them in a pathway. Another tool,

NetGSA[42], takes each gene’s baseline expression into account and considers the change in network

structure between biological conditions of the differential assay used (as sometimes the pathways will

differ due to certain perturbations). The Signaling Pathway Impact Analysis (SPIA[43]) method

incorporated information about the topology of pathways, to evaluate the significance of a partic-

ular pathway’s enrichment in differential expression assays. This means that besides considering

different genes in the context of a pathway (represented as a tree), it also accounted for where in

the pathway they appeared, with changes in leaf nodes being less “disruptive” than changes in a

node higher up the hierarchy.

MasterPATH[44] is a recent pathway enrichment algorithm to generate hypotheses of what

molecular pathways may be at play, given a list of differentially expressed genes. This particular

approach uses a combination of public databases of interactions between proteins, DNA and other

molecules. It collects the shortest paths connecting all the genes involved and performs a large num-

ber of random iterations of differentially enriched genes, to detect how likely it is to result on each

given pathway. The current shortcomings of these most sophisticated topology-based approaches

are related to tissue specificity: many of these biological pathways are cell-type dependent. These

models still don’t consider interactions between pathways.

An interesting alternative to the use of ontologies was ChEA[45]. This was an attempt

to obtain enrichment of TF targets using the list of genes obtained from differential expression
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experiments, using a manually-curated database of ChIP-related assays (ChIP-seq, ChIP-chip,

ChIP-PET and DamID, which they summarized as “ChIP-X”) rather than ontology annotations.

The over-representation of TF targets for the given gene symbols was determined by a Fisher exact

test (Bonferroni-corrected). A problem with this approach was that proximity was assumed to be

the criteria of which TF regulates which gene (which we now know is incomplete). This problem

of TF assignment to genes by proximity of sequence motifs to their TSS is still a largely unsolved

one. Many distal sites can also regulate gene expression thru TFs after chromatin loops that bring

both the enhancer site and TSS in close physical proximity. This project later became Enrichr[46],

another tool that combined the above with other data sources like TF PWMs, histone mark assays,

the gene-set TF library from ENCODE[8], and the microRNA gene set library from TargetScan[47].

All ontology enrichment tools ultimately produce a list of (often very disconnected) concepts

that are considered highly relevant to the experimental results. A follow-up question would be how

could we evaluate the hypotheses generated from concept enrichment. HyBrow[48] was an early

attempt to aid with hypothesis evaluation by creating a custom ontology for yeast biology, also

incorporating expression data from microarray assays. Even though not explicitly using semantic

web technologies, the processes were modeled as triples (i.e. “acting agent” via “relationship”

relates to “target agent”). They used a context-free grammar to define restrictions and temporal

conditions (e.g. “protein X can only be the actor of this relationship when located in the nucleus”,

or “protein X is phosphorylated by this biochemical reaction, so it will remain phosphorylated in

every future interaction unless there is a dephosphorylation step”).

HyQue[34] was the natural successor of HyBrow, this time using semantic web technologies

and SPARQL query language to search a triple store, and still revolved around yeast galactose

gene networks like its predecessor. It features data from more ontologies, and more granular scor-

ing metrics There are still some shortcomings, as longer pathways with mediocre evidence might

score better than a much shorter one with solid experimental evidence. These and other hypoth-

esis evaluation tools appear to be very narrow in scope, highlighting the need for a more general

knowledge-base of biology, or at least one within the human biology scope (and therefore signifi-
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cantly more complex than yeast-focused). Another aspect that none of these pathway enrichment

strategies address is the sequential nature of experimental data (i.e. taking into account the or-

der of gene expression changes when seeking enrichment of a pathway). Chapter 4 and Appendix

B.6 describe a novel approach to incorporate the sequential order of experimental variables into

pathway enrichment.

1.9 Current pitfalls and the state of mechanistic inference

There is currently a wealth of knowledge in seemingly disparate and disconnected sources

about different areas of biology (genes, proteins, pathways, chemicals, and biochemical reactions,

to name a few). Seeking ontological enrichment in an aggregation of this information could paint

an increasingly complete picture of how the significant genes andor TFs detected experimentally

are related, in comparison to just utilizing the GO, or the Kyoto Encyclopedia of Genes and

Genomes[49] (KEGG). Many interesting questions can be asked about each subset of TFs from the

experimental results. Do they belong to the same pathway? If so, which one is upstream of which?

Do they interact with the same cofactors? Do some of them (directly or indirectly) participate

in the same biochemical process inside the cell, or across cells via some type of signalling? Much

of the latter also applies to differentially expressed genes. These are questions that are normally

answered after an arduous literature review and database searches. I show a type of question that

can be answered using this type of ontological integration in Chapter 3 and Appendix B.1: finding

novel drug-drug interactions.

We are in need of a systematic inquiry into how the existing knowledge representation of

molecular biology and the mechanistic evidence from high-throughput assays complement or con-

tradict each other. Rather than performing the analysis of experimental results and resorting to

a single one-size-fits-all ontology enrichment, it’s time to develop novel pathway enrichment algo-

rithms and to seek over-representation in densely interconnected sources of knowledge that span

beyond genes and proteins (biochemical reactions, disease phenotypes, cell specificity, etc). Seek-

ing enrichment via the TFs of interest directly, rather than through the genes they’re expected to
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regulate, could result in concept enrichment that is of higher relevance to differential TF activity

assays. Another unexplored application of knowledge-bases is that to inform experimental expecta-

tions. Given a planned differential assay for certain cell lines, perturbations, and time points, one

could generate hypotheses of what are the expected genes to see up/down-regulated, which TFs

are expected to be more or less active, or which pathways we expect to be triggered. A protocol for

discovery of perturbation mechanisms in molecular biology could greatly benefit from a two-way

communication between omics data science and symbolic knowledge representations, so that both

types of analysis could validate each other in a principled manner.

A portion of the relevant information useful for mechanistic inference is still contained in the

literature but not curated into regularly updated databases. For example, much of the database

curation of chemical to gene/TF interactions is focused on therapeutics. A relation extraction

study on open-access literature targeted to a controlled vocabulary of chemicals (e.g. metals,

potentially toxic industrial chemicals), and TF names or synonyms, could enrich our symbolic

representation of interactions and help confirm or dispute experimental results. Just predicting

whether or not a particular chemical is known to be related to a TF, and whether this relation is

either upregulation or downregulation would be immensely valuable. I present in Chapter 3 and

Appendix B.2 two different strategies to predict five different types of chemical/protein relations

(or no relation mentioned), using features derived from the available text itself, as well as from a

knowledge graph.

Finally, and perhaps most importantly, the grand challenge of mechanistic inference in biology

is still largely incomplete. This is in part due to our limited understanding of every process in

molecular biology, but also due to our inability to represent our existing body of knowledge in a

way that is easy to query computationally, and within a certain scope (i.e. tissue specificity, as not

all TFs present the same basal level of activity on every cell type, nor do all molecular pathways

behave the same across all cell types). Experimental tools like nascent transcription assays offer such

a fine time resolution that their results are mechanistic in nature, and these assays performed as a

time series could provide a window into a causal sequence of steps post-perturbation. Linear causal
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models applied to TF scores (determined from experimental assays like nascent transcription or

chromatin accessibility) of the same cells at various time points could elucidate possible mechanistic

hypotheses. A good example of this approach can be found in Bay et al[50], where they studied

gene regulatory networks with photosyntesis regulation in cyanobacteria as the use case. We could

derive Bayesian priors from a knowledge-base to aid the decision of which could be the chain of

causal events with the highest likelihood.

The use of artificial intelligence (AI) to mechanistic inference dates back to Dendral[51]

and Meta-Dendral. These tools for hypothesis generation generally had a narrow scope. In this

case, Dendral and its companion software Meta-Dendral focused on mass spectrometry analysis.

Using a combination of statistical analysis to pick the most relevant peaks from the fragmented

mass spectra, and prior knowledge of chemistry to infer constraints (e.g. ”the unknown molecule

is probably of class X but definitely not class Y”), it aided molecular structure identification of

unknown molecules. It also attempted to create general rules by correlating different types of

features resulting from the mass spectrometry output of each studied molecule.

An exquisite example of taking this approach full circle was the implementation of a robot

scientist[52] that could generate hypotheses from expression data but also take action on the gen-

erated hypotheses (via abduction, a logical inference mechanism), and conduct further expression

assays, with enough iterations to reach scientific discovery. Though very narrow on scope (it focused

on certain pathways of baker’s yeast regulatory network), it successfully generated novel hypothe-

ses that were later validated. This was not the first work on hypothesis generation from molecular

biology assay results. Hypgene[53] was presented a decade earlier by Karp et al, which used their

earlier prediction tool (Gensim) to iterate over the predicted and real outcomes from bacterial gene

regulation experiments. Hypgene was successful at hypothesis formation, reproducing most of the

discoveries of a 15-year research program.

A few recent developments in the representation of mechanistic knowledge could significantly

aid the task of mechanistic inference. Darden et al recently presented a diagramamatic method[54]

to represent biological mechanisms and MecCog[55], a formal framework to describe them. MecCog
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focuses on the connections of genetic variants to disease phenotypes, and provides a way to represent

ignorance, ambiguity and uncertainty anywhere in the mechanistic pathway.

Symbolic artificial intelligence has a relevant application to mechanistic inference, as I demon-

strated in Chapter 4, with the use of rule-based systems and a knowledge-base that integrates the

many sources of information we have. There are currently enough datasets to develop an expert

system for differential analysis with a narrow focus (e.g. identification of metal toxicology path-

ways), that can combine our existing knowledge of biological processes, the known properties of

bio-molecules and drugs, and pathways involving them, to generate putative explanations for the

experimental results. A possible approach consists of using differential analysis between transcrip-

tion assays in a time series, to detect significant TF activity changes (or changes in gene expression)

at each time point. Using those results and a rich knowledge-base, we can identify “themes” that

would describe the possible mechanisms at play. Rather than a disconnected list of enriched ontol-

ogy concepts, it would be more valuable to biologists to produce a series of mechanistic explanations

for the resulting changes to a perturbation.



Chapter 2

Expanding the limits of information we can extract from ATAC-seq assays

ATAC-seq is an assay to detect open chromatin regions (OCRs) that excels at simplicity

as well as time and cell count requirements, therefore it’s worth pushing the limits of what can

be inferred from OCRs detected using this protocol. This chapter briefly summarizes published

works of ATAC-seq applications for differential analysis in section 2.1, and a technique that detects

nascent transcription as well as histone modifications from OCRs denoted by ATAC-seq peaks in

section 2.2. The full papers can be found in Appendix B. This chapter also includes unpublished

work, first regarding clustering of ATAC-seq peak positioning patterns with respect to TF motif

sites in section 2.3, and later an in-depth analysis of OCR sequence clustering in section 2.4.

2.1 Differential analysis from accessible chromatin regions

Much is still unknown regarding how specific TFs become functional in enhancing or blocking

gene expression. We have reasons to believe some of them actively open chromatin to make a DNA

region accessible to the transcription machinery, however this is likely not a requirement for most

TFs (in fact, DNA binding sites matching certain motifs may not even be required to be nucleosome-

free at all). Given that ATAC-seq excels at requirements of sample size, duration and simplicity,

its application as a differential analysis tool is very attractive, and extends to the clinical realm.

In the study included in Appendix B.3, we used the motif displacement score (MD-score) first

presented in Azofeifa et al[21] as a metric to contrast TF activity between ATAC-seq assays. This

result provided the ability to infer changes in TF activity from a simpler and more cost-effective
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protocol than any nascent transcription one. The difference in activity between two contrasting

biological conditions was originally captured using a two-proportion z-test, and recently updated

to a bootstrap approach for improved statistical significance. To conduct this analysis, I developed

the Differential ATAC-seq toolkit (DAStk[56]), which is described in detail in Appendix B.3 with

illustrative use cases from public datasets. While originally developed for ATAC-seq data, this tool

has proven to be useful to capture differential TF activity in other types of assay pairs like nascent

transcription (GRO-seq, PRO-seq), or ChIP-seq.

2.2 Detecting signatures in omics data

There is still much to be learned from ATAC-seq in terms of functional TF binding, as

there could be features in the assay’s resulting “signal” that could help us discriminate between

accessibility peaks over a functionally-bound TF, and likely unoccupied (yet open) regions. We

made available a first-of-its-kind attempt to apply signal processing principles[57] to ATAC-seq

output using both wavelet analysis and recurrent neural networks (RNNs). The goal of this study

was to predict which ATAC-seq peaks overlapped a region that was actively transcribed, and which

ones overlapped a histone mark associated to transcription. Owing to my background in electronics

(and a penchant for audio engineering and signal processing), I often wondered about ways to

analyze the coverage from high-throughput sequencing as a digital signal you would obtain from

any other instrument. This led me to envision processing the “signal” from these peaks (as well

as the sequence at the same coordinates) to detect nascent transcription or histone modifications.

I evaluated the performance of multiple machine learning classifiers (support vector machines,

random forests, ADAboost, and RNNs) and feature sources (ATAC-seq signal within a fixed window

at a single nucleotide resolution, the sequence in that same window using different nucleotide

encodings, and a combination of both) to find the configuration that resulted in the optimal classifier

performance. All details are specified in the preprint included in Appendix B.4.

This study required a major data processing effort using assays from multiple public sources.

In order to process the vast amounts of data from different protocols and improve reproducibility,
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I designed and implemented pipelines using Nextflow[58] framework to process both ATAC-seq[59]

and nascent transcription[60] data (such as GRO-seq, PRO-seq, etc). One of them[61] has become

part of the official nf-core[62] bioinformatics pipelines, which feature unit testing and continuous

integration, and are only published after a throughout code review.

A more in-depth analysis of one of the RNN-based models to predict nascent transcription

from ATAC-seq data is currently under review and included in Appendix B.5. In this manuscript we

focused on the machine learning classifier configuration that yielded the optimal performance, and

explored the biological implications of our findings. Returning once more to audio signal processing

analogy, and akin to interpreting the ATAC-seq peaks’ “songs”, we used the “music” (the coverage

background as a signal) and “lyrics” (the underlying genomic sequence) to predict the presence

of nascent transcription. This consisted in representing each ATAC-seq peak as a combination

of nucleotide embeddings, concatenated to the signal level (the mean numbed of mapped reads)

for each nucleotide. These findings can open the door to future exploratory analysis to detect

signatures of other biological events in fixed-window regions of the genome.

2.3 Birds of a feather: How different TFs share common motif displacement

profiles

A different subject I studied was the change in motif location patterns respective to ATAC-

seq peaks. Using the FIMO[63] scanner and the consensus TF motifs from the HOCOMOCO[64]

(version 11) database, I generated a list of all possible (yet high-confidence) motif binding sites for

each TF. Then, for each TF I collected all ATAC-seq peaks whose midpoint was located within

500bp of each motif site. The histogram of all peak midpoints both upstream and downstream from

a motif site, normalized between 0 and 1, is what we call a “barcode” (more visually intuitive if we

plot the histogram as a heat map). After observing common patterns for different TFs, I decided

to attempt clustering these barcodes that could reflect similar biological or molecular behaviors,

due to co-localization pattern. Using the K-means clustering algorithm with Chebishev distance, I

was able to distinguish 4 clusters of common ATAC-seq signatures. These very different histograms
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could reflect specific biological behaviors, which are yet to be determined.

When plotting the distribution of putative TF binding sites relative to every ATAC-seq peak

as a one-dimensional heatmap (also known as ”barcode plot”, Fig. 2.1) we notice a few common

patterns. When TFs are active, we see co-occurance of their sequence motifs with the midpoint

of OCRs denoted by ATAC-seq peaks. On a histogram where a position of zero is at the middle

(the OCR’s center), and the number of nucleotides upstream/downstream indicates the evaluation

window, this looks like a normal distribution. Some TFs, however, present a binding pattern that

is much ”tighter” than the rest, which could be represented by a normal distribution with a much

smaller standard deviation. A third observed ”offset” pattern consists of motif sites a certain

number of nucleotides upstream and downstream of the OCR’s center, but not directly on top.

There is still no well-established biological explanation for this pattern. Finally, when a TF’s motif

displacement distribution looks like a noisy uniform distribution, that TF is generally considered

to be inactive. I used ATAC-seq data generated in the Dowell lab from HCT116 cells treated with

Nutlin-3a (a drug that targets MDM2 and, by disrupting the MDM2-TP53 interaction dramatically

increases the activity of TP53) to calculate MD-scores and study the difference between barcode

patterns.

Figure 2.1: Examples of barcode plots. This alternative representation to histograms depict
the density of regions of interest (e.g. ATAC-seq peak midpoints) relative to the motif location
(at the plot center), representing a putative TF binding site. This particular example shows the
distribution of binding locations for the PO5F1 motif for Mus musculus, in unperturbed conditions
(left) and tamoxifen-treated cells (right).

Clustering histograms proved to be not a trivial task. There is existing research on this topic,

generally linked to the area of image processing[65] (by clustering color channel histograms of images
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to identify similar ones). In this application, we are interested in clustering the histograms that

represent each TF’s binding proximity to a putative motif site. In order to find clusters of motif

barcodes in a principled manner, I used K-means with four expected clusters, using the vector

representing each motif’s barcode as the features. Of all similarity metrics tested, Chebyshev

distance resulted to be the most effective at discriminating among functional TF binding patterns.

Four distinct patterns were identified by this algorithm (Fig. 2.2). Some ATAC-seq peak midpoints

tend to appear at very close proximity to the TF motif sites (Fig. 2.2.a), and others appear within

close proximity but at a higher variance of distance to the motif site (Fig. 2.2.b). Both of these cases

correspond to TFs that are generally considered to be actively affecting transcription. This is also

observed in nascent transcription data, where active TFs’ motifs tend to have close proximity to

the RNA polymerase II loading site (the midpoint of bidirectional transcription described earlier).

It’s worth noting how TP53 follows the first pattern mentioned, being specifically activated by

Nutlin-3a, the drug used to treat these cells. The same is observed for CTCF, a known chromatin

modifier, whose motif sites across the genome tend to co-localize at very close proximity to ATAC-

seq peak midpoints. A third pattern is observed (Fig. 2.2.c), which corresponds to TF motifs that

are not following any particular pattern, assumed to be the case for TFs that are not active in the

current cell type and biological conditions. Finally, for a number of TF motifs a last pattern is

clustered (Fig. 2.2.d), in which the location of open chromatin midpoints appears to be exclusively

off-target, but at roughly the same distance in each direction. It is still unclear what is the biological

explanation for this offset binding pattern.

2.4 Can OCRs be clustered by sequence bias?

A different unsupervised clustering task I researched was to attempt grouping nucleotide

sequences corresponding to ATAC-seq peaks. The different types of numerical encoding I explored

to cluster these sequences in a multidimensional space are listed in Table 2.1. For each of these

encodings, I tested various dimensionality reduction techniques to visually detect any particular

clusters among the genomic sequences. These algorithms were principal component analysis (PCA),



30

Figure 2.2: Barcode clusters for different TFs. Four clusters that illustrate the different TF
motif co-localization patterns with respect to ATAC-seq peak midpoints.

T-distributed Stochastic Neighbor Embedding (t-SNE) with a perplexity hyperparameter of 10, and

correspondence analysis (CA) where applicable.

The first step was to attempt clustering these sequences to assess whether we expected

any clusters by chance alone, given the sequence bias observed at open chromatin regions (Fig.

2.3). To test this, I generated random sequences using a first-order Markov chain I trained on

400bp-long sequences centered at ATAC-seq peaks’ midpoints, mapped to the GRCh38 reference

human genome. This experiment yielded, unsurprisingly, no particular clusters in any of the tested

configurations. With this result on the expectation from random sequences, I moved on to real

sequences. I utilized 400bp-long sequences around the midpoint of ATAC-seq peaks in HCT116

cells in unperturbed conditions to attempt clustering real sequences. Unfortunately, no particular
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Table 2.1: Genomic sequence encoding types used.

Description Values

Basic (one number per nucleotide, no particular mean-
ing)

A = 0 ; C = 1 ; T = 2 ; G = 3

Biochemical representation (relative weak or strong
binding bias)

A = -1.5 ; C = 0.5 ; T = 1.5 ; G =
-0.5

EIIP (distribution of free electrons’ energies along the
DNA sequence)

A = 0.1260 ; C = 0.1340 ; T =
0.1335 ; G = 0.0806

Atomic number A = 70 ; C = 58 ; T = 66 ; G = 78

Random walk-like (moving to a G or C we add 1, and
moving to an A or T we substract 1)

A = -1 to the last value ; C = +1
to the last value ; T = -1 to the last
value ; G = +1 to the last value

GC bias A = -1 ; C = 1 ; T = -1 ; G = 1

Di-nucleotide representation (each pair of bases is as-
signed a unique value)

AA: 0.0 ; AT: 0.06666667 ; AC:
0.13333333 ; [...] GT: 0.86666667 ;
GC: 0.93333333 ; GG: 1.0

One-hot encoding (4-dimensional vector representa-
tion of each nucleotide)

A:


1

0

0

0

 ; C:


0

1

0

0

 ; T:


0

0

1

0

 ; G:


0

0

0

1



clusters were detected for the real sequences, either. No obvious clusters were observed for any of the

encoding strategies using PCA (Fig 2.4), t-SNE (Fig. 2.5) or CA (Fig. 2.6). This indicates that the

sequence encoding and dimensionality reduction techniques employed were not sufficient to capture

any particular trends among these sequences. In a previous study published as a preprint[57],

we demonstrated that it was possible to discriminate among open chromatin regions (denoted

by ATAC-seq peaks) that overlapped transcription from those that did not, by using only the

underlying sequence. However, this approach employed an embedding of each nucleotide and a

recurrent neural network.
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Figure 2.3: Nucleotide bias at open chromatin regions. We observe in this 400bp evaluation
window the distribution of each nucleotide for every ATAC-seq peak in the HCT116 cells dataset.
There is a clear difference in G/C concentration around the midpoint of all open chromatin regions,
in contrast with A/T concentration.

2.5 In Summary

I demonstrated how we can detect differences in TF activity between conditions using only

ATAC-seq data, by designing and implementing DAStk, a tool that is actively maintained and

currently used by other labs across the world. DAStk can also be used to compare regions of

interest from other types of data, as in detected bidirectionals from nascent transcription protocols.

It is likely that for certain perturbations we may need to contrast both chromatin accessibility

and nascent transcription. An in-depth analysis of the combination of nascent transcription and

chromatin accessibility studies is needed, using a combination of statistical analysis tools and

machine learning techniques, as both types of experiments may be required to gain a complete

picture of TF activity at a given time point.

I have also shown how we can infer certain types of biological activity from regions of accessible

chromatin determined using ATAC-seq, like histone modifications or bidirectional transcription.
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To process the large number of datasets required for the studies mentioned in this chapter, I have

created bioinformatics pipelines which I made publicly available to the scientific community.

2.6 List of publications and bioinformatics tools relevant to this chapter

Appendix B contains the collection of my first-author original research articles, pre-prints

and conference proceedings mentioned in this thesis, which have been either published or are

currently in the process of peer review. The manuscripts relevant to this chapter are listed below,

in chronological order:

• I. J. Tripodi, M. A. Allen, and R. D. Dowell, “Detecting Differential Transcription Factor

Activity from ATAC-Seq Data” Molecules, vol. 23, no. 5, p. 1136, May 2018.

• I. J. Tripodi, M. Chowdhury, and R. D. Dowell, “ATAC-seq signal processing and recurrent

neural networks can identify RNA polymerase activity” bioRxiv, p. 531517, Jan. 2019.

• A. Pouikli, S. Parekh, M. Maleszewska, M. Baghdadi, I. Tripodi, C. Nikopoulou, K. Folz-

Donahue, Y. Hinze, A. Mesaros, P. Giavalisco, R. Dowell, L. Partridge, and P. Tessarz,

“Citrate carrier links intermediate metabolism to chromatin architecture and regulates

osteogenesis in mesenchymal stem cells upon ageing” (currently under peer review)

• I. J. Tripodi, M. Chowdhury, and R. D. Dowell, “Combining signal and sequence to detect

RNA polymerase initiation in ATAC-seq data” (currently under peer review)

My open-source bioinformatics tools and additional co-authored publications relevant to this

chapter are listed below in chronological order:

• M. A. Allen, D. Thompson, K. McChesney, N. Parsonnet, I. J. Tripodi, and M. Mel-

nick, “MyFavoriteTF: A web interface to identify transcription factor activity across cell-

types” (2017), Website: http://tf.colorado.edu/mytf/, GitHub Repository: https:

//biof-git.colorado.edu/hackathon/myfavoritetf

http://tf.colorado.edu/mytf/
https://biof-git.colorado.edu/hackathon/myfavoritetf
https://biof-git.colorado.edu/hackathon/myfavoritetf
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• I. J. Tripodi and M. Gruca, “Differential ATAC-seq toolkit (DAStk)” (2018), GitHub

Repository, https://github.com/Dowell-Lab/DAStk

• I. J. Tripodi, B. Busby, S. Tsang, J. Zhao, E. Floden, and C. Zhang, “ATACFlow: An

ATAC-seq pipeline wrapped in NextFlow that can be run by Jupyter (ATACFlow)” (2018),

GitHub Repository: https://github.com/NCBI-Hackathons/ATACFlow/

• I. J. Tripodi, M. Gruca, Z. Maas, “Nascent-Flow: Nextflow Implementation of the Dowell

Lab Nascent Pipeline” (2018), GitHub Repository: https://github.com/Dowell-Lab/

Nascent-Flow

• I. J. Tripodi and M. Gruca, “nf-core/nascent: Nascent Transcription Processing Pipeline”

(2019), GitHub Repository: https://github.com/nf-core/nascent

https://github.com/Dowell-Lab/DAStk
https://github.com/NCBI-Hackathons/ATACFlow/
https://github.com/Dowell-Lab/Nascent-Flow
https://github.com/Dowell-Lab/Nascent-Flow
https://github.com/nf-core/nascent
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Figure 2.4: PCA plots for different sequence encoding strategies. Each dot represents
a 400bp-long genomic sequence at the center of an ATAC-seq peak. Dots were colored by their
sequence’s GC-richness.
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Figure 2.5: t-SNE plots for different sequence encoding strategies. Each dot represents
a 400bp-long genomic sequence at the center of an ATAC-seq peak. Dots were colored by their
sequence’s GC-richness.
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Figure 2.6: CA plots for different sequence encoding strategies. Each dot represents a
400bp-long genomic sequence at the center of an ATAC-seq peak. Dots were colored by their
sequence’s GC-richness.



Chapter 3

Exploring applications of semantic knowledge representations

Initially, this chapter briefly summarizes published manuscripts that describe applications of

the Knowledge Base Of Biomedicine (KaBOB[66]), a semantically-consistent integration of biomed-

ical ontologies and public databases. First, section 3.1 summarizes the use of integrated semantic

knowledge to find novel drug-drug interactions. An application of KaBOB to the natural language

processing task of relation extraction is later summarized in section 3.2. The publications can be

found in Appendix B. I then describe unpublished work in section 3.3 where I revisited the relation

extraction task, this time utilizing embeddings derived from either text, a new knowledge graph of

biomedicine (PheKnowLator[67]), and a combination of both.

3.1 Hidden in plain sight: Inference of new biologically-relevant assertions

in existing knowledge

While statistical machine learning applications in biomedical sciences keep improving their

accuracy, it would be naive to ignore the wealth of existing human-curated knowledge already

encoded in semantic data structures. The availability of open biomedical ontologies (OBOs[68]) and

their many concepts denoting real-world entities and processes, as well as an abundance of human-

curated and computationally-inferred relations between them, opens the door to a different type

of analysis. One such analysis I conducted to search for novel drug-drug interactions[69] illustrates

the richness of information that can be derived from interconnected sources of knowledge. The list

of suggested drug-drug interactions and other details can be found in Appendix B.1.



39

Using KaBOB[66], a knowledge-base that integrates different public ontologies and databases,

I looked for possible drug-drug interactions in its representation as a large directed, acyclic graph

(Fig. 3.1). I gathered all pairs of drugs (each drug represented by a node in this graph) that

intersected at the same Reactome[70] pathway step (generally, a biochemical reaction). Besides a

list of drugs that merely activate/suppress the same targets (e.g. drugs that simply treat the same

symptom or disease), I found pairs of therapeutics and other chemicals that could present poten-

tially adverse interactions (e.g. participating in the same metabolic process involving a particular

cytochrome P450 enzyme). This kind of result would be much harder to obtain (if not impossible)

from statistical artificial intelligence (AI) alone. The drug-drug paths in the knowledge graph (KG)

were also a use case in a different study[71] to generate abstractions of the OWL representation of

semantically-connected knowledge.

Figure 3.1: Mining semantic knowledge for drug-drug interactions. The approach explored
in this publication looked for two chemicals (at least one of them a drug) that intersected at the
exact same biochemical reaction.

3.2 Expanding our knowledge from the literature by relation extraction

Despite the vast numbers of relations between concepts encoded in these biomedical ontolo-

gies, new findings are published every day at a much faster rate than the ontology curators are able

to keep up with. In order to capture these relations in an automated manner, I explored the natural

language processing (NLP) problem of relation extraction[72] for BioCreative VI’s shared task V,

to identify how chemicals interact with proteins in an annotated corpus of scientific text. The
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goal was to predict the correct relation between these types of entities among six possible labels:

up-regulation, down-regulation, antagonist, agonist, substrate, or simply no relation at all. The

full description of the approach used can be found in the BioCreative VI conference proceedings

included in Appendix B.2. The high-level architecture utilized is illustrated in Fig. 3.2.

Figure 3.2: First attempt at combining text- and knowledge-base-derived features. The
machine learning classifier used to predict the relation between the given entity pairs was given
text-derived features as well as “bag of concepts” features as input.

I used KaBOB[66] for this task to create binary features in a “bag of concepts” approach,

after mapping the given chemical to a ChEBI ontology[73] concept and the protein to a Protein

Ontology[74] (PRO) concept. The list of parent concepts all through each ontology root node

were set to 1, and the rest remained as zero. An inherent challenge of this approach was to

accurately map a language token to a node in the KG that represents said concept. Finding

ontological representations of both chemicals and proteins is challenging on one hand due to the

variety of synonyms and naming conventions to describe the same molecule. We created a number

of heuristics to find matches of the chemicals and proteins in the text to address this, as well as the

use of synonym labels in ChEBI, PubChem[75], and PRO. On the other hand, the ChEBI ontology

contains a limited number of substances and compounds, so sometimes there simply does not exist

a node for a specific molecule. In this case, we imputed zeros for all features corresponding to

the missing chemical andor protein. This one-hot concept encoding feature set was also combined

with the language tokens along the dependency parse between the chemical and the protein. In

this particular approach, the contribution of the knowledge-base-derived features was negligible

in practice (likely due to their large number of dimensions), as described in the BioCreative VI
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workshop proceedings.

3.3 Relation extraction using word- and node-embeddings

I revisited this particular relation extraction task after working with multidimensional vec-

tor representations of ontology concepts (concept embeddings), generated from the PheKnowLator

graph[67]. After the test labels from the BioCreative shared task were released, I had an opportu-

nity to use this corpus for a different approach. As we demonstrated in a review[76] we recently

published, natural language processing was a major focus area for knowledge-based biomedical data

science. The questions I was interested in addressing were the same: First, can our predictions of

chemical to protein relations from ontology concepts be as accurate (or nearly as accurate) than

when using text-derived features? If we are able to classify relations significantly better than a

baseline, it could indicate that there is intrinsic semantic knowledge about the chemical and pro-

tein in question that allows us to guess how they are likely to interact (e.g. chemicals of type X

with certain characteristics tend to down-regulate proteins of type Y). Second, can our text-derived

features be complemented with ontology-derived features to increase performance of the relation

classifier? My alternative approach consisted in the use of embeddings, or dense vector representa-

tions of both word tokens and concepts. To this end, I used every chemical/protein word pair that

was annotated in the BioCreative VI shared task V’s corpus in the same sentence. If there was a

relation annotation that linked these two words, I used it to label the relation. All other pairs were

labeled as ”no relation” (that is, they just happen to be mentioned in the same sentence).

The two main components I used to encode the information about the entities we are trying to

extract relations from, were a set of pre-trained word embeddings and a semantic knowledge graph

from which I generated node embeddings. For word embeddings, I employed the BioWordVec[77]

dataset which consists of 200-dimensional pre-trained embeddings from articles on PubMed (https:

//www.ncbi.nlm.nih.gov/pubmed/) and the clinical notes from MIMIC-III Clinical Database[78]

(nearly a total of 5 billion tokens). This included not just biomedical terms but every other

English word present in their corpus. For a chemical/protein pair in the corpus to be used in

https://www.ncbi.nlm.nih.gov/pubmed/
https://www.ncbi.nlm.nih.gov/pubmed/
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this new approach, it had to satisfy two conditions. First, both word tokens had to exist in the

BioWordVec vocabulary so that there is a vector representation of each. Second, both tokens had

to be mappable to an ontology concept. For chemicals, this required a mapping to the Chemicals

of Biological Interest (ChEBI) ontology [73], and proteins were mapped to the Protein Ontology

(PRO)[74] whenever possible. A great number of all possible chemical/protein pairs did not contain

relation annotations, so in order to incorporate these in a balanced manner we randomly drew from

this pool of “unrelated” pairs the same number of samples than our label with the largest support

(1,847 total). This resulted in a total of 5,351 chemical/protein relations used to test performance,

with a relation label distribution illustrated in Fig. 3.3.

Figure 3.3: Number of samples for each relation label. This figure shows how the 5,351
sample labels are distributed, indicating there is a significant imbalance in the dataset with much
fewer chemical/protein pairs with agonist/antagonist relations.

The mapping step required the use of aliases and multiple heuristics described in Tables

3.1 and 3.2, as well as the use of multiple sources to match an entity textual description to an

ontology concept. For chemicals in particular, if none of the heuristics worked, we queried the

PubChem[75] API service to obtain a SMILES string describing the substance. This consists of a

string describing the atoms composing the chemical in question, and their structural organization.

If a SMILES string was available for the chemical, we looked for the closest existing chemical in

ChEBI with very high similarity (> 0.9) that we could use in place, assuming similar properties are

due to a similarity in structure. In some cases, this method resulted in the exact same chemical to

be matched (a similarity of 1.0), simply because the name was radically different than any of the
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known aliases in ChEBI.

Table 3.1: Heuristics and data sources used for chemical concept mapping to ChEBI
from the lowercase string annotated as a chemical. Every possible combination of heuristic
and source was used to attempt mapping a string to its corresponding ontology concept.

Heuristics Data sources

• Verbatim • ChEBI name
• Roman numerals in parentheses to number+
(e.g. “Fe(III)” to “Fe(3+)”)

• ChEBI synonym

• Add a space between letters and a number
(e.g. “TRP1” to “TRP 1”)

• PubChem name to SMILES formula,
formula to ChEBI ID

• Add a dash between letters and a number
(e.g. “TRP1” to “TRP-1”)

• PubChem synonim to ChEBI name

• Skip leading non-alphanumeric
(e.g. “(-)-alprenolol” to “alprenolol”

• DrugBank name to ChEBI ID

• ChEBML name to ChEBI ID
• ChEMBL drug indication to ChEBI ID
• PubChem name to SMILES formula,
find closest compound with > 0.9 DICE
similarity, search that SMILES formula to
ChEBI ID

Using the dependency parser from the Stanford CoreNLP toolkit[79], I obtained the de-

pendency tree for each sentence containing a usable chemical/protein pair. The tokens along the

shortest path in this tree connecting the chemical and protein words has proven to be useful to

predict the relation between them[72]. To use these as text-derived features, I took the words along

this shortest path and, after discarding English stop-words, I averaged the word embeddings of the

remaining ones to come up with 200 more numerical features. Averaging these dense vector rep-

resentations of words is equivalent to calculating the hyper-dimensional centroid of these vectors.

The features used as input to a machine learning classifier consisted of the concatenation of the

word embeddings for the chemical, protein, and averaged shortest dependency path terms.

I tested a random forests classifier with 5-fold cross-validation, ensuring a balanced selection

of labels on every occasion (via a stratified shuffle split). This way, while keeping a random

selection for each training and test set I also ensured the distribution of label membership was

kept very similar in each test. This strategy resulted in roughly the same number of test samples
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Table 3.2: Heuristics and data sources used for human protein concept mapping to PRO
from the lowercase string annotated as a protein. Every possible combination of heuristic
and source was used to attempt mapping a string to its corresponding ontology concept. If any
Greek character was used in the text annotated as a protein, it was replaced to the spelled out
English character name before these heuristics were applied (e.g. “TNF-α” to “TNF-alpha”).

Heuristics Data sources

• Verbatim • PRO name
• Greek letter name, to single letter
(e.g. “TNFalpha” to “TNFa”)

• PRO synonym

• Add “-(human)” suffix
(e.g. “TP53” to “TP53-(human)”)

• PRO name matches string before a dash
(unless added by heuristic)

• Add “-protein” suffix
(e.g. “TP53” to “TP53-protein”)

• PRO name matches string after a dash
(unless added by heuristic)

• Add “-like-protein” suffix
(e.g. “TP53” to “TP53-like-protein”)

• String matches gene name in Uniprot,
link to PRO ID

• Add “-complex” suffix
(e.g. “TP53” to “TP53-complex”)
• Add “-related-protein” suffix
(e.g. “TP53” to “TP53-related-protein”)
• Remove dashes
(e.g. “TNF-a” to “TNFa”)
• Change “human” to “h”
(e.g. “TP53-human” to “TP53-h”)
• Add “h” prefix
(e.g. “TP53” to “hTP53”)
• Remove any non-alphanumeric character
(e.g. “TNF-(a)” to “TNFa”)
• Remove “human-” prefix
(e.g. “human-TP53” to “TP53”)
• Remove “human-” prefix and dashes
(e.g. “human-TNF-a” to “TNFa”)

on every validation fold, for the “Upregulator” (163 samples), “Downregulator” (370), “Agonist”

(21), “Antagonist” (20), “Substrate” (127) and “No relation” (370) labels. The overall classifier

performance is displayed in Fig. 3.4. Overall, incorporating concept features to the text-derived

features did not increase performance in a significant way. A detailed illustration of precision and

recall for each relation classified is displayed in Fig. 3.5.

Perhaps the difference in variance observed in Fig. 3.5 for different relation labels can be

attributed to differences in how rich (or arbitrary) language is, to describe those relations between

chemicals and proteins. The number of available samples to train some relation types certainly is a
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Figure 3.4: Weighted F1-scores for each feature type. Performance of the classifier using just
word embeddings (left), just concept embeddings (center) and a combination of both (right).

relevant factor that affects classification performance on them. Another important factor affecting

the classifier’s ability to discriminate among these six possible relations is the presence of annotation

errors (several of which were found in this corpus and fixed by hand for this experiment), either by

incorrectly annotating terms as chemicals or proteins or by missing a correct annotation (and thus

that chemical/protein pair being labeled as “not related”).

A deep neural network configuration was also tested on this same dataset. This consisted

of a dense layer with ReLU activation followed by a dropout layer, a smaller dense layer, another

dropout layer, another yet smaller dense layer and a final softmax activation layer with 6 dimensions

to determine the likelihood of each label. I explored a hyperparameter space of dropout rate [0.1, 0.2,

0.3], learning rate [0.01, 0.005, 0.001, 0.0005, 0.0001], and momentum [0.7, 0.8, 0.9]. However, the

difference in performance using the optimal configuration was not statistically significant compared

to that of the random forests classifier, which was preferred due to its speed and simplicity.

The addition of concept embeddings to the existing text embeddings did not appear to



46

Figure 3.5: Precision and recall for individual labels classified. Performance of the classifier
on each specific label, using just word embeddings (top), just concept embeddings (center) and a
combination of both (bottom).

improve the classification performance in any significant manner. It just resulted in a slightly lower

variance. While the attempted relation classification using just the concept embeddings did not

perform as well as the word embeddings alone, it’s worth noting how the predictive performance

is still far better than random assignment. This suggests there are qualitative characteristics of

the chemicals and proteins that allow us to predict the expected relation between them. As our

existing knowledge of the relation between chemicals (and molecular components) expands, and so

does their ontological representation, this exercise is worth revisiting.



47

3.4 In Summary

I have shown how we can utilize semantic graph representations of biomedical and chemical

knowledge with targeted queries to generate novel hypotheses about drug-drug interactions. I have

also shown how a rich integration of ontologies can be used to predict certain relations between

chemicals and proteins, with the possibility to extend this analysis to relations between other types

of biochemical entities.

In the relation extraction area, I have pushed the performance of chemical/protein relation

inference by using word embeddings and dependency parsing. The question of how to best integrate

word embeddings with concept embeddings is worth exploring further, as this approach is still at

a nascent stage.

3.5 List of publications and bioinformatics tools relevant to this chapter

Appendix B contains the collection of my first-author original research articles, pre-prints

and conference proceedings mentioned in this thesis, which have been either published or are

currently in the process of peer review. The manuscripts relevant to this chapter are listed below,

in chronological order:

• I. Tripodi, K. B. Cohen, and L. E. Hunter, “A semantic knowledge-base approach to drug-

drug interaction discovery” in 2017 IEEE International Conference on Bioinformatics and

Biomedicine (BIBM), 2017, pp. 11231126.

• I. J. Tripodi, M. Boguslav, N. Hailu, and L. E. Hunter, “Knowledge-base-enriched relation

extraction” ResearchGate. [Online]. Available: http://www.biocreative.org/media/

store/files/2018/BC6_track5_6.pdf.

My additional co-authored publications and tools relevant to this chapter are listed below in

chronological order:

http://www.biocreative.org/media/store/files/2018/BC6_track5_6.pdf
http://www.biocreative.org/media/store/files/2018/BC6_track5_6.pdf
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• T. J. Callahan, W. A. Baumgartner, M. Bada, A. L. Stefanski, I. J. Tripodi, E. K. White,

and L. E. Hunter, “OWL-NETS: Transforming OWL Representations for Improved Net-

work Inference”, in Biocomputing 2018, 0 vols., WORLD SCIENTIFIC, 2017, pp. 133144.

• T. J. Callahan, W. A. Baumgartner, I. J. Tripodi, A. L. Stefanski, J. Wyrwa, “PheKnowLa-

tor: Phenotype Knowledge Translator” (2019), GitHub Repository, https://github.com/

callahantiff/PheKnowLator/wiki

• T. J. Callahan, I. J. Tripodi, H. Pielke-Lombardo, and L. E. Hunter, “Knowledge-based

Biomedical Data Science 2019”, currently under review.

https://github.com/callahantiff/PheKnowLator/wiki
https://github.com/callahantiff/PheKnowLator/wiki


Chapter 4

Bringing differential omics and semantic knowledge representation together

This chapter summarizes the published manuscript from my final thesis work in section

4.2, where I combined differential expression analysis with a knowledge graph that semantically

integrated public databases and biomedical ontologies (PheKnowLator[67]) to infer mechanisms of

cellular toxicity. Section 4.3 then describes how I expanded a differential analysis tool I developed

(DAStk[33, 56]) to seek relations between the transcription factors (TFs) which are significantly

changing between two biological conditions, from curated knowledge sources.

4.1 Background

After my experience with differential analysis in genomics and semantic knowledge repre-

sentations, I decided to explore a branch of artificial intelligence that is still at a nascent stage:

mechanistic inference. This area is a perfect fit for my interest in computational toxicology and

its role in replacing animal models, as there is a great value in understanding the mechanisms

of toxicity of chemicals. One application for this mechanistic inference task would be during the

development of novel chemicals (including drugs), or to study compounds already on the market

that result in severe adverse reactions for a subset of the population. Moreover, some mechanisms

of cellular toxicity are actually beneficial to design novel oncological chemotherapeutics.

Much of the computational work in toxicology has revolved around determining whether

a chemical is toxic or not, by itself or in a mixture, towards a particular type of human tissue

(referred to as the “toxicity endpoint” in the literature). No prior study has, however, attempted
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to systematically identify which are the potential mechanisms by which these compounds result in

an adverse outcome, for widely different chemicals in a variety of tissues. My final thesis project was

the most directly applicable to computational toxicology, and consisted of generating mechanistic

hypotheses of cellular toxicity from experimental data.

4.2 Mechanistic inference: Combining differential omics analysis with knowl-

edge representation

Answering the “why” question of cellular toxicity posed a very interesting research topic,

which I addressed by creating MechSpy[80], a mechanistic inference framework that uses gene

expression data from publicly available microarray time series. From a mechanistic toxicology

textbook[81], I curated a representation of several mechanisms of cellular toxicity as an ordered

sequence of GO concepts that best depicted the expected molecular events. I used an extended

version of the knowledge graph (KG) from the PheKnowLator[67] project, which integrated the

most common OBOs and other information sources like Reactome[70] and the Cellular Toxicoge-

nomics Database[82] (CTD), to which I added relevant edges from toxicology-related sources like

the Adverse Outcome Pathway Wiki (AOPwiki[83]). I then employed a technique which originated

in NLP (embeddings, or dense vector representations of words), in this case applied to nodes in the

KG. Utilizing public gene expression time series in a variety of cell types post-exposure to different

kinds of toxic chemicals, my inference framework generated a hypothesis for each of the three most

likely mechanisms of toxicity predicted. For most of the time series tested, and particularly for

those using chemical exposures at a high dose, the known mechanisms of toxicity were reflected

among our top-three predictions (approximately 85% of the time).

The mechanistic inference process followed by MechSpy is described next at a high level. In

a deductively-closed version of the KG (using the Elk semantic reasoner[84]), in which we added

new edges between ontology concepts for a given list of acceptable transitive relations, I ran the

node2vec[85] algorithm to produce node embeddings. This algorithm performs a number of random

walks starting at every node in the KG, and generates a dense vector representation of each node
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that captures the semantic meaning of the concept it denotes. This way, we expect nodes like

“BRCA1” (from the GO) and “breast cancer” (from the human phenotype ontology, or HPO) to

be close in semantic space. This technique is analogous to the generation of word embeddings in

NLP, based on neighboring terms instead of neighboring nodes. The metric I used to determine

similarity between node embeddings was cosine distance (how close two vectors align in hyper-

dimensional orientation), which is commonly used in NLP to determine if two word embeddings

are close in meaning.

At each experimental time point, I performed differential analysis to determine the (up to) 100

genes displaying the most significant change in expression. After obtaining the node embeddings

corresponding to these top genes and averaging them, I used this hyper-dimensional centroid vector

to represent the changes in expression as a whole in that time point. The similarity between the

gene centroid for each time point and each step (GO concept) in a mechanism of toxicity was

then calculated, applying a penalty if the mechanism steps were enriched out of the expected

sequential order (details in Appendix B.6 methods). The highest enrichment score obtained for

each mechanism step was averaged to calculate a final enrichment score for the mechanism as a

whole. Using a bootstrap calculation from random gene draws, I also determined an empirical

p-value for this final score. The top-three mechanisms displaying significant (p ≤ 0.05) scores were

then presented as the most likely hypotheses.

For each of these three mechanisms, I looked for known relations between the most significant

genes at each time point and their associated mechanism steps, to produce a narrative for a putative

mechanistic explanation. A graphical representation of this explanation was also produced as an

alternative, showing the gene expression changes in order and how these relate to each mechanism

step (as illustrated in Fig. 4.1). Finally, we were able to experimentally validate our mechanistic

predictions of mitochondria-mediated toxicity for two chemicals (chlorpromazine and adapin), at

the same dose and using the same cell type than the public time series I evaluated. This work is

described in detail in the submitted manuscript provided in Appendix B.6, undergoing peer review

at the time this document was written.
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4.3 Providing background to differential transcription factor activiy

As mentioned in a previous chapter, I created a bioinformatics tool called DAStk to present a

list of TFs displaying the most significant difference in activity between two conditions. A natural

follow-up question after obtaining this information is what do we know to be in common between

some of these TFs, and whether there are biological processes or biochemical pathways that they

participate in, that could hint at the underlying cell behavior. The normal course of action is to

perform a manual literature search, which can be time-consuming and prone to missing relevant

connections between TFs, due to the sheer volume of relevant studies for each highlighted TF in

DAStk’s results. To this end, I constructed an undirected graph that consisted of the combination

of Reactome[86] and all relevant human protein information from Uniprot[87]. This allowed me to

find paths connecting two or more of the significant TFs listed in DAStk’s output, making that

information immediately available to researchers.

To construct the lookup graph, I first used every human protein entry from Uniprot, includ-

ing the GO annotations for each protein (of biological processes, molecular functions, and cellular

compartments), information about cofactors, domains, and protein-protein interactions. This al-

lowed me to link every node in the graph denoting a human protein to a GO concept, another

protein, a domain described in PFAM[88], or a chemical cofactor in ChEBI[73]. Finally, I obtained

the mappings from Reactome of Uniprot entries to all pathways and to all reactions, which allowed

me to link biochemical reactions and pathways to their participating human proteins. The process

to build this graph was scripted to be updated anytime with more recent annotations and protein

entries. I made the graph available as a NetworkX object, to easily import it from the new DAStk

release. The Uniprot entries include TFs among all human proteins, so the new DAStk tool searches

for all shortest paths between each pair of nodes representing TFs from our results, at most two

hops away from each other (or more if intersecting at a Reactome pathway).

This information not only saves many man-hours in literature searches, but also highlights

non-obvious characteristics shared by sets of TFs. For example, we can provide information about
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a subset of resulting TFs that participate in the same pathway or process, that share a common

cofactor, that have a similar binding domain, that are known to interact with each other, that have

the same molecular function, etc. I illustrate this below with an excerpt of the kind of information

we can obtain from a real example, where differential TF activity between cells in two conditions

resulted in twenty TFs being highlighted as significantly changing in activity:

Transcription factors displaying a significant difference in activity:

CEBPB, CEBPD, CEBPE, ELK1, HLF, NFIA, NFIB, NFIX, NFYB, NRF1, TP53, ZNF180, ZNF341,

ZNF396, ZNF432, ZNF441, ZNF519, ZNF529, ZNF540, ZNF93

Here’s what we know about these TFs presenting significant activity changes (p=1.00E-03):

Direct interactions between each of these TFs:

----------------------------------------------

NFYB interacts with TP53

TP53 interacts with CEBPB

Other ways these TFs are related:

---------------------------------

CEBPB, CEBPE, ELK1, HLF, NFIA, NFIB, NFIX, NFYB, NRF1, TP53, ZNF180, ZNF341, ZNF396,

ZNF441, ZNF519, ZNF529, ZNF540, and ZNF93: located in nucleus

ZNF180, ZNF341, ZNF396, ZNF432, ZNF441, ZNF519, ZNF529, ZNF540, and ZNF93: has

component Zinc finger, C2H2 type

ZNF180, ZNF341, ZNF396, ZNF432, ZNF441, ZNF519, ZNF529, and ZNF540: has function metal

ion binding

ZNF180, ZNF432, ZNF441, ZNF519, ZNF529, ZNF540, and ZNF93: has component KRAB box

CEBPB, CEBPD, CEBPE, NFYB, TP53, and ZNF396: has function protein heterodimerization

activity

ZNF180, ZNF432, ZNF441, ZNF519, ZNF529, and ZNF540: molecularly interacts with

KRAB-ZNF / KAP Complex [nucleoplasm]
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CEBPB, CEBPD, CEBPE, and HLF: has component Basic region leucine zipper

[...]

CEBPB and CEBPD: interacts with ATF4

CEBPB and CEBPD: interacts with CEBPA

CEBPB and CEBPD: participates in positive regulation of osteoblast differentiation

CEBPB and CEBPE: participates in cellular response to lipopolysaccharide

CEBPB and CEBPE: participates in defense response to bacterium

Since any kind of interaction common to the TFs in question is valuable, an undirected graph

was a reasonable choice to perform these path searches. This graph was incorporated as part of

DAStk release 1.0.0, with a tool to read DAStk’s own differential analysis output file and find all

shortest paths between every pair of nodes denoting the significantly changing TFs. In order to use

the suggested motif sites in the tool documentation, I produced mappings from HOCOMOCO v11

motifs to Uniprot IDs, as well as a generic and more extensive mapping from common TF symbols

to Uniprot IDs.

4.4 In Summary

I have demonstrated how we can integrate data from a time series of gene expression with

a semantic knowledge graph, to generate mechanistic hypotheses of cellular toxicity. I have also

designed a strategy for pathway enrichment that takes the sequential order of events into account.

The code for MechSpy, the framework I created, is publicly available to the scientific community.

This work should serve as a stepping stone for the curation of further mechanisms of toxicity, and

ontology-based representations of adverse outcome pathways. It could also be applied to seeking

enrichment of other types of mechanisms that can be described with linked ontology concepts, even

beyond the area of biology.
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4.5 List of publications and bioinformatics tools relevant to this chapter

Appendix B contains the collection of my first-author original research articles, pre-prints and

conference proceedings mentioned in this thesis, which have been either published or are currently

in the process of peer review. The manuscript relevant to this chapter is indicated below:

• I. J. Tripodi, T. J. Callahan, J. T. Westfall, N. S. Meitzer, R. D. Dowell, L. E. Hunter, “Ap-

plying knowledge-driven mechanistic inference to toxicogenomics” (currently under peer

review)

My open-source bioinformatics tools and additional co-authored publications relevant to this

chapter are listed below in chronological order:

• I. J. Tripodi and M. Gruca, “Differential ATAC-seq toolkit (DAStk)” (2018), GitHub

Repository, https://github.com/Dowell-Lab/DAStk

• I. J. Tripodi, “MechSpy: Mechanistic inference of toxicity from gene expression time se-

ries and knowledge graphs” (2019), GitHub Repository, https://github.com/ignaciot/

MechSpy

• T. J. Callahan, W. A. Baumgartner, I. J. Tripodi, “PheKnowLator: A repository for

building biomedical knowledge graphs of human disease mechanisms.” (2019), GitHub

Repository: https://github.com/callahantiff/PheKnowLator

https://github.com/Dowell-Lab/DAStk
https://github.com/ignaciot/MechSpy
https://github.com/ignaciot/MechSpy
https://github.com/callahantiff/PheKnowLator
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Figure 4.1: Example of a toxicity mechanism inferred from an experimental time series.
This putative explanation for caspase-mediated apoptosis was generated by MechSpy for hepato-
cytes treated with a 12µM concentration of clofibrate, for which gene expression was assayed at
three time points. The graph can be read from top to bottom, with nodes in dark gray represent-
ing genes with significant expression changes. Their known relations to each mechanism step (in
purple) are shown.



Chapter 5

Future work

Combining data analysis from gene expression time series and a semantic representation of

biomedical knowledge to infer biological mechanisms has been a significant step forward in a rather

unexplored area. Many improvements of the current inference framework are possible, nonetheless,

on the experimental, knowledge representation, and computational aspects. Section 5.1 describes

possible enhancements in the knowledge graph utilized, and section 5.2 speculates about seeking

enrichment of ontologically-sound descriptions of established adverse outcome pathways (AOPs),

rather than high-level mechanisms. Then, section 5.3 proposes the use of different node embedding

strategies, and section 5.4 discusses other sources of experimental time series that could be utilized

for mechanistic inference of cellular toxicity.

5.1 Knowledge graph expansion to further sources

The knowledge graph (KG) of human biology[67] used for MechSpy would require an ex-

pansion to include information about TFs from the Uniprot database, to seek enrichment from

TFs rather than (or in addition to) genes. It would also be highly informative to include which

complexes they form (and which are the other protein or chemical components), as well as their

respective interactions among them, and biochemical reactions and pathways in Reactome (the

current entries in the KG correspond to proteins from protein-coding genes only). Independently

of the experimental data source used, and even if we continue to use gene expression as the sole

experimental input to MechSpy, the current KG used to derive node embeddings from is very gene-



58

centric. The expansion of the KG would still be beneficial to create a set of more informative gene

node embeddings, if we continue relying on gene expression time series, because of the new relations

between regulatory proteins. The addition of human protein nodes (concepts) could also include

toxicity-specific sources related to proteins like the Toxin and Toxin-Target Database(T3DB[89]).

Yet another benefit of incorporating all human proteins and their relations to the KG is the ability

to find relations between TFs. This is a particularly attractive enhancement for DAStk, allowing

to present ways in which the TFs significantly changing in activity relate to each other. In other

words, it would allow the generation of mechanistic explanations for the differential analysis per-

formed just like it’s done for MechSpy. These TF/TF relations could highlight specific biochemical

reactions and higher-level biological processes taking place, as well as explain the change of activity

of certain TFs due to taking part in a larger molecular complex.

5.2 Alternative representation of mechanisms

The information in the KG derived from the AOPwiki could also be significantly improved.

Currently, this consists in new edges between entities that are known to be causally upstream of

others in a context of toxicology. A task that could significantly benefit the computational toxi-

cology community beyond this thesis work, would be to properly curate every documented adverse

outcome pathway (AOP) using proper ontology concepts and relations. This would require the use

of Gene Ontology Causal Activity Models (GO-CAM[90]), as we would need concepts that don’t

currently exist in any of the ontologies. Besides the promise of more informative node embeddings

from a KG that includes these new toxicology-specific relations, a different inference task could

consist of seeking enrichment of these ontologically-sound AOPs, rather than the high-level mech-

anisms of toxicity I curated. In fact, the currently curated mechanisms of toxicity from Boelsterli’s

mechanistic toxicology textbook[81] would also benefit from using a GO-CAM representation rather

than the current list of gene ontology concepts. Doing so would add specificity to these mechanisms,

as we can be more precise about biological process inputs, outputs and cellular locations of each

mechanism step.
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5.3 Alternative methods to generate node embeddings and calculate mech-

anism enrichment

Alternative methods to generate the node embeddings could also be explored, as well. So

far only DeepWalk and node2vec have been tested (the latter producing more informative vectors).

We could evaluate the performance of HARP[91] or Walklets[92], using different configurations, to

assess whether either is better at encoding semantic meaning of this KG. A grid search of various

node embedding algorithms, embedding dimensions and specific hyperparameters could be used to

determine the most useful semantic latent representation. It would not be surprising if the ideal

configuration to generate node embeddings is dependent on the ontologies used to construct the

KG. Therefore, a possible parameter in this grid search could be which ontology or database to

exclude from the KG generation, within reasonable computational demands. This last experiment

could, alternatively, be performed after the best embedding algorithm configuration is found: in this

case, we could use it to determine which of all KG sources is the most impactful in our mechanistic

inference process. I can verify this by recalculating the enrichment scores for all time series after

excluding one knowledge source at a time from the KG, with the exception of the GO and whatever

is used to represent the experimental changes (genes, TFs, etc).

Computational improvements are possible in the embedding and inference spaces. The node

embeddings are currently being compared using the cosine distance between them. While this is

a perfectly acceptable way to compare embeddings in high-dimensional space, it may be worth

exploring a kernel method instead, for a more accurate comparison between these dense vectors.

An alternative to the enrichment process can also be explored, by ignoring the temporal order

of significant gene/TF changes and treating this as a topic modeling task. The “topics” to be

modeled would be the mechanisms of toxicity, and I could use latent Dirichlet analysis (LDA) or

an equivalent technique to rank the three most applicable topics to the pool of genes resulting from

each time series.
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5.4 Experimental alternatives

On the experimental side, a time series of a different type of assay is worth exploring. Bet-

ter yet, a combination of assays at matching time points could be more informative than gene

expression alone. Given that expression assays offer a steady state readout of available mRNA,

I’m interested in exploring true measures of transcription via nascent transcription assays, mainly

to track transcription factor (TF) activity over time. Not only the TF activity changes would be

more mechanistically relevant, but also nascent transcription allows for a much finer time resolu-

tion, being able to detect changes in times as short as 10 minutes post-exposure. As explained in

the background section, nascent transcription assays also suffer from a complexity that could be

bypassed by using ATAC-seq, an open chromatin assay, as a proxy. Thus, I could alternatively

employ a time series of ATAC-seq experiments post-exposure to a toxic chemical, and use DAStk

to determine the most significant changes in TF activity at each time point, based on the motif

displacement (MD-score) statistic. While the time resolution of ATAC-seq is still unknown, changes

of the energy-dependent process of chromatin remodeling can be detected at least every 60 minutes.

Seeking enrichment of these mechanisms of toxicity using heterogeneous experimental sources,

such as a combination of gene expression and chromatin accessibility, may require exploring different

approaches to calculate enrichment scores. The natural first approach would consist of using all

nodes from the various entities that presented a significant change at each time point (genes and

TFs), and following the current enrichment score calculation strategy. Some alternative calculations

to explore would include seeking separate enrichment scores from genes and TFs, and devising a

weighting mechanism to combine both into a final score. The process of scoring a mechanism

from multiple sources may use different weights depending on the current mechanism of toxicity

being evaluated, as the contribution of one type of assay may be more important than in other

mechanisms.
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Conclusion

I strongly believe the future of great science advancement is interdisciplinary, and I’ve had

the fortune of being advised by two principal investigators in very different areas of bioinformatics.

As an applied scientist, I have explored ways to solve current problems in both the genomics and

semantic knowledge representation realms, finally bringing the expertise of both labs together in

my final thesis project: mechanistic inference of cellular toxicity. The application I have always had

in mind for every project I’ve worked on was its potential to be used in computational toxicology.

There were many reasons that directed me towards pursuing doctoral studies in computational

biology/bioinformatics, yet the strongest motivation came from making an advancement towards

the “3Rs” paradigm[93] to refine, reduce, and replace the use of animals as experimental mod-

els. Computational toxicology presented itself as field ripe with opportunity in this aspect, since

mechanistic studies generally rely on animal models with varying degrees of efficacy[94, 95], often

presenting translational issues to human health. By improving our existing in vitro and in silico

models of mechanistic toxicity, we could eventually replace the existing requirements for in vivo

models in lieu of methods more directly applicable to humans. Thanks to increasing advancements

in computational and in vitro techniques, I believe it is our scientific and ethical duty to move

towards a human-centric approach to toxicology.

I’ve demonstrated across the various studies during my dissertation the wealth of knowledge

that can be inferred from differential analysis, when contrasting different types of omics assays

performed in human tissue. I have also shown how novel artificial intelligence techniques employed
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with existing semantic knowledge of biology and biochemistry can help generate hypotheses of the

biological mechanisms at play. While I believe this thesis work has made significant strides towards

a formal mechanistic inference methodology, there is plenty of opportunity for improvement. My

hope is that this study will serve as a stepping stone for future work on mechanistic hypothesis

generation, not just for computational toxicology applications but other biomedical areas as well.

As omics assays become increasingly accessible, and organoid models (which offer a much closer

physiological response to in vivo models than 2D cell culture[96, 97]) become both easier and more

inexpensive to produce, I envision this work to become the basis of computational mechanistic

research.
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Appendix A

List of abbreviations

AI: Artificial intelligence

AOP: Adverse outcome pathway

GO: Gene ontology

HPO: Human phenotype ontology

KG: Knowledge graph

NLP: Natural language processing

OBO: Open biomedical ontology

PRO: Protein ontology

SMILES: Simplified molecular-input line-entry system

SNP: Single-nucleotide polymorphism

TF: Transcription factor

TSS: Transcription start site
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First-author publications

The content of this appendix consists of the collection of my first-author journal research

papers and conference proceedings mentioned above, in chronological order, which have been either

published or are currently in the process of peer review.

B.1 A Semantic Knowledge-Base Approach to Drug-Drug Interaction Dis-

covery

I conducted the knowledge retrieval, pathway analysis, and result evaluation. I analyzed the

resulting drug pairs against public knowledge from RxNorm data with Larry Hunter. The Sparql

query to find the paths between drugs intersecting at the same biochemical reaction was constructed

with much help from William Baumgartner and Elizabeth White. All authors participated in the

writing of the manuscript.

B.2 Knowledge-base-enriched relation extraction

I processed the provided corpus, generated the feature sets, and conducted most of the concept

mapping to public biomedical ontologies, as well as most of the different machine learning classifier

implementations. Mayla Boguslav conducted very helpful error analysis and incorporated new

heuristics to increase out concept mapping performance. Negacy Hailu generated the dependency

parses and implemented the neural network classifier. All authors participated in the writing of

the manuscript.
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B.3 Detecting Differential Transcription Factor Activity from ATAC-Seq

Data

Mary Allen and Robin Dowell conceived and designed the experiments. I implemented DAStk

and performed the experiments. I gathered additional public ATAC-seq datasets of the same cells

in different biological conditions, conducted the literature search to validate new DAStk-derived

results, and analyzed the results with Robin Dowell. All authors contributed to writing the paper.

B.4 ATAC-seq signal processing and recurrent neural networks can identify

RNA polymerase activity

I envisioned the idea of approaching this open chromatin region classification as a signal

processing task, conceived the experiments with Robin Dowell, implemented the signal processing

code and most machine learning classifiers and data encoding schemes. I also processed all public

datasets from the different high-throughput sequencing protocols. With Robin Dowell, I conducted

the error analysis for both detection of transcription and histone marks, and designed the statistics

displayed in the discussion. Murad Chowdhury implemented the recurrent neural network and

nucleotide embedding. We designed all other machine learning scenarios with Murad Chowdhury.

All authors participated in the writing of the manuscript.

B.5 Combining signal and sequence to detect RNA polymerase initiation in

ATAC-seq data

In this in-depth reanalysis of the previous manuscript, focused solely on detecting nascent

transcription, I designed the project with Robin Dowell. We designed the new training/validation/test

dataset split and implemented the machine learning classifiers with Murad Chowdhury. I conducted

the error analysis and cloud-based execution of all machine learning tests. All authors contributed

to writing the paper.
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B.6 Applying knowledge-driven mechanistic inference to toxicogenomics

I conceptualized and implemented the mechanistic inference framework, processed all public

transcriptomics data, incorporated AOPwiki-derived edges to the knowledge graph, and curated

all mechanisms of toxicity. Tiffany Callahan designed and implemented the knowledge graph, and

conducted the deductive closure on it. Jessica Westfall performed the experimental validation of

our predictions for some compounds without established mechanisms of toxicity. Nayland Meitzer

helped with the literature review to label known mechanisms of toxicity for the chemicals we

evaluated. Robin Dowell and Larry Hunter supervised the research. All authors but Nayland

Meitzer contributed to the writing of this manuscript.


	Introduction
	Background: transcription, and transcription factors
	Differential gene expression
	Differential TF activity
	Inference of TF activity by changes in binding
	Inference of TF activity by changes in expression
	Inference of TF activity by changes in nascent transcription
	Beyond ChIP-seq and transcription: using chromatin accessibility and footprinting
	Seeking concept enrichment from differentially active genes or TFs
	Current pitfalls and the state of mechanistic inference

	Expanding the limits of information we can extract from ATAC-seq assays
	Differential analysis from accessible chromatin regions
	Detecting signatures in omics data
	Birds of a feather: How different TFs share common motif displacement profiles
	Can OCRs be clustered by sequence bias?
	In Summary
	List of publications and bioinformatics tools relevant to this chapter

	Exploring applications of semantic knowledge representations
	Hidden in plain sight: Inference of new biologically-relevant assertions in existing knowledge
	Expanding our knowledge from the literature by relation extraction
	Relation extraction using word- and node-embeddings
	In Summary
	List of publications and bioinformatics tools relevant to this chapter

	Bringing differential omics and semantic knowledge representation together
	Background
	Mechanistic inference: Combining differential omics analysis with knowledge representation
	Providing background to differential transcription factor activiy
	In Summary
	List of publications and bioinformatics tools relevant to this chapter

	Future work
	Knowledge graph expansion to further sources
	Alternative representation of mechanisms
	Alternative methods to generate node embeddings and calculate mechanism enrichment
	Experimental alternatives

	Conclusion
	 Bibliography
	List of abbreviations
	First-author publications
	A Semantic Knowledge-Base Approach to Drug-Drug Interaction Discovery
	Knowledge-base-enriched relation extraction
	Detecting Differential Transcription Factor Activity from ATAC-Seq Data
	ATAC-seq signal processing and recurrent neural networks can identify RNA polymerase activity
	Combining signal and sequence to detect RNA polymerase initiation in ATAC-seq data
	Applying knowledge-driven mechanistic inference to toxicogenomics



